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Fig. 1. Our analysis of anisotropic hyperelastic energies yields a novel, robust, and inversion-safe anisotropic energy. Our energy allow fibers along the
tentacles (a) to be robustly stiffened by 100× (b) and softened by 100× (c). Our analysis also produces an anisotropic rehabilitation approach to divergent,
badly-conditioned simulations (d) that, when applied, allows them to converge (e).

We present an analysis of anisotropic hyperelasticity, specifically transverse
isotropy, that obtains closed-form expressions for the eigendecompositions
of many common energies. We then use these to build fast and concise New-
ton implementations. We leverage our analysis in two separate applications.
First, we show that existing anisotropic energies are not inversion-safe, and
contain spurious stable states under large deformation. We then propose
a new anisotropic strain invariant that enables the formulation of a novel,
robust, and inversion-safe energy. The new energy fits completely within our
analysis, so closed-form expressions are obtained for its eigensystem as well.
Secondly, we use our analysis to rehabilitate badly-conditioned finite ele-
ments. Using this method, we can robustly simulate large deformations even
when a mesh contains degenerate, zero-volume elements. We accomplish
this by swapping the badly-behaved isotropic direction with a well-behaved
anisotropic term. We validate our approach on a variety of examples.
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1 INTRODUCTION
Anisotropic energies are indispensable when simulating realistic
phenomena such as muscles [Lee et al. 2018], plants [Wang et al.
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2017], and cloth [Baraff and Witkin 1998], which exhibit direc-
tional effects that cannot be captured with isotropic energies alone.
Isotropic energies have been extensively analyzed in computer
graphics, with efficient methods proposed for both Newton-based
[Smith et al. 2018; Stomakhin et al. 2012; Teran et al. 2005] and
gradient-based [Bouaziz et al. 2014; Wang and Yang 2016] solvers.
Analyses of anisotropic energies have received relatively less atten-
tion, with the important exceptions of linear [Cai 2016; Li and Barbič
2015] and spline-based [Xu et al. 2015] orthotropic materials. This
knowledge gap is especially visible when incorporating anisotropic
energies into Newton-type solvers, because only approximate or
brute-force methods are available to project the Hessian back to
semi-positive-definiteness.

We address this problem by analyzing the specific anisotropy case
of transverse isotropy, i.e. a material that has been strengthened or
weakened along one axis. Our analysis shows that many common
anisotropic energies from graphics and biomechanics have closed-
form eigendecompositions. In fact, we find that there is a family of
anisotropic energies that all share the exact same eigenvectors, and
the only variation appears in the eigenvalues. These results then
enable the construction of fast and concise Newton implementations.
We apply this analysis to two applications.

First, we observe that existing transversely isotropic energies are
not inversion-safe [Irving et al. 2004], and contain spurious stable
states that are especially prevalent under large deformation and
high anisotropic stiffness. Under inversion, the anisotropic forces
can overwhelm the isotropic forces and drive the simulation towards
non-physical states. In order to introduce inversion-safety into these
energies, we propose a new anisotropic strain invariant. By carefully
avoiding a variety of singularities, we show that a fast, simple, robust,
and inversion-safe anisotropic energy can be formulated. The energy
is quadratic, so it can be used to introduce both anisotropic stiffening
and softening to existing isotropic models (Fig. 1(a)-(c)). The energy
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is compatible with our analysis, and closed-form expressions are
presented for its eigensystem.
For our second application, we use our analysis to show that

anisotropic energies can be used to rehabilitate badly-conditioned
elements (Fig. 1(d)-(e)). Even if a mesh contains zero-volume el-
ements at its rest-pose with infinitely poor conditioning, we are
able to robustly simulate large deformations. We accomplish this by
replacing the numerically troublesome direction of the (arbitrary)
isotropic energy with a well-behaved anisotropic energy. In contrast
to accuracy-centered p-refinement [Schneider et al. 2018] or XFEM
[Koschier et al. 2017] techniques, our robustness-centered approach
tends to decrease the condition number of the final Hessian.
Our main contributions are as follows:

• An analysis of anisotropic energies that shows that their
eigensystems can often be written in closed form.

• A new, inversion-aware anisotropic strain invariant.
• A robust, inversion-safe anisotropic model that we call the
Anisotropic ARAP energy, whose eigenstructure we are able
to completely characterize.

• A rehabilitation approach that allows badly-conditioned ele-
ments to be simulated robustly and efficiently.

2 RELATED WORK
We will be investigating the anisotropy case of transverse isotropy,
where a single direction, or “fiber”, is strengthened or weakened,
but the other directions remain symmetric. Other alternatives are
orthotropic materials [Li and Barbič 2015], strain energies contain-
ing explicit deformation constraints [Weiss et al. 1996], or element
shape function modifications [Chen et al. 2018]. We focus on the
transverse case because it can be factorized from the surrounding
isotropic material and is agnostic to the choice of basis functions.
Anisotropic materials have been studied extensively in biome-

chanics because of their relationship to biological tissues such as
skin and muscle [Holzapfel 2005]. Consequently, there are many
anisotropic material models available in that literature, such as the
Holzapfel-Gasser-Ogden model [Holzapfel et al. 2000], the model
of Ciarletta et al. [2011], or Horgan and Saccomandi [2005]. A re-
cent survey of the wide range of available energies is available in
Chagnon et al. [2015]. All of these energies are not inversion-safe,
which is a limitation that our work will address.

Computer graphics has used these energies to simulate virtual
surgery [Picinbono et al. 2000] and virtual humans. For example,
the work of Teran et al. [2003, 2005] uses the biomechanical model
from Blemker et al. [2005]. Projective Dynamics-based [Bouaziz et al.
2014] approaches have been proposed [Liu et al. 2017] that include
applications in musculoskeletal control [Lee et al. 2018]. Irving et al.
[2004] proposed inversion-aware anisotropic forces for explicit time
integrators, but did not provide a Hessian projection method for the
implicit case, or a strain energy for line searches [Gast et al. 2015].
Subsequently, Teran et al. [2005] provided a Hessian projection
method, but only for isotropic materials.
Strand-based force-length models are also common in control-

based applications [Lee and Terzopoulos 2006; Lee et al. 2014; Sachdeva
et al. 2015], but the strands are generally not embedded inside a

volumetric substrate, so the notion of inversion is undefined. Thus,
these models are orthogonal to the issues we examine.
We will also investigate the issue of badly-conditioned meshes.

Degenerate elements arise in plastic flows [Bargteil et al. 2007; Woj-
tan and Turk 2008], and the traditional solution is remeshing. The
survey of Manteaux et al. [2017] summarizes many of the relevant
issues. Simpler approaches are available, such as deleting the bad
elements [Forest et al. 2002], but this creates hollowing problems.
Many meshing schemes have been proposed [Hu et al. 2018; La-

belle and Shewchuk 2007; Molino et al. 2003], but the problem is
still not completely solved, and scenarios remain where even high-
quality initial meshes can fail. We examine the particular problem of
rest-state retargeting, where an initially high-quality mesh is momen-
tarily warped to match an input animation. This is a very common
method in production [Gonzalez-Ochoa et al. 2002; Irving et al. 2008;
Milne et al. 2016], and used to closely constrain secondary ballis-
tic motion to an existing animation. The warp can ruin the mesh
quality, but a full remesh at every frame is too costly. Relaxation
methods [Li et al. 2017; Wong et al. 2018] can be used to improve the
warped mesh’s quality without modifying its topology, but these
approaches do not guarantee a minimum quality, so degenerate
elements still appear.
We propose a rehabilitation approach that preserves as much

of the isotropic material model as possible while avoiding precip-
itous increases in the condition number. This differs from recent
p-refinement approaches [Schneider et al. 2018] which improve
accuracy at the cost of higher condition numbers and longer itera-
tive running times, which make these approaches more suited for
direct solvers. Degenerate elements are also encountered during
fracture simulation. Remeshing alternatives such as virtual node
[Molino et al. 2004] and XFEM [Belytschko et al. 2013; Koschier
et al. 2017] methods have been developed, but these algorithms
assume that an initially well-conditioned element has fractured into
badly-conditioned components. We instead examine the case where
high-quality elements are ruined via warping. The most relevant
work is by Iben [2007], which used a Moore-Penrose pseudo-inverse
in lieu of remeshing. That work assumed that the stress field was
specified procedurally, but we will use it as a stepping stone to
handling general degeneracies.

3 BACKGROUND AND PRELIMINARIES
We denote scalars with unbolded lowercase, vectors with bold low-
ercase, and matrices with bold uppercase, respectively a, a and A.
Scalar entries in a vector or matrix are addressed using subscripts,
e.g. ai or Ai j . Higher-order tensors use blackboard bold, A.
We will be manipulating tensors and matrices in the manner

of Smith et al. [2019] (§3 in that paper). In the interest of self-
containment, we also provide a summary of the necessary tensor
notation in our supplemental material.

3.1 Deformation and Tensor Notation
We follow the mechanics approach [Belytschko et al. 2013; Bonet
and Wood 2008] of defining a deformation map ϕ(x̄) = x, which
deforms a vertex at its initial rest pose, x̄, to its deformed position x.
This is usually defined using the affine map ϕ(x̄) = Fx̄ + t, where
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t ∈ ℜ3 encodes any translation, and F ∈ ℜ3×3 encodes the map’s
scaling and rotation (combining them yields shear). The matrix F
is known as the deformation gradient because ∂ϕ(x̄)

∂x̄ = F, and is the
primary variable that we will be analyzing. We reserve the symbol
f to denote the flattened version of F, i.e. f = vec(F) ∈ ℜ9, where
the vec(·) operator is described in §1.3 of the supplement, as well
as Golub and Van Loan [2012]. When forces need to be specified,
we instead write g. The displacement of a vertex is denoted u, so an
alternative expression for the deformed position is x = x̄ + u.
Deformations are converted to forces using hyperelastic strain

energies, which we denote Ψ(F). Designing robust expressions for
Ψ(F) is one of our overarching goals. As we are targeting Newton-
type solvers, force gradients are also needed. Forces are obtained by
computing the first Piola-Kirchhoff stress (PK1), P(F) = ∂Ψ(F)

∂F and
applying the change-of-basis tensor ∂F

∂u via double contraction:

g =
∂F
∂u

T
: P(F). (1)

For tetrahedral elements, g ∈ ℜ12 while P(F) ∈ ℜ3×3 and ∂F
∂u ∈

ℜ3×3×12. Double contraction between 3rd- and 2nd-order tensors is
summarized in §1.1 of our supplement.

For Newton-type solvers, the Hessian of the strain energy is also
needed, and its eigenvalues must be projected to positive-semi-
definiteness. The Hessian can be written in either 4th-order tensor
form, ∂

2Ψ(F)
∂F2 = H ∈ ℜ3×3×3×3, or in flattened matrix form, ∂

2Ψ(F)
∂f2 =

H ∈ ℜ9×9. More details are in §1.2 and §1.3 of our supplement. We
will usually write Hessians in the flattened form, because it often
allows terms to be succinctly written using outer products.

The least conventional notation wewill employ is that of eigenma-
trices. Smith et al. [2019] showed that simple analytical expressions
can be found for the eigensystems of isotropic energies, but the sim-
plicity only appears if the systems are written in terms of the eigen-
matrices of a 4th-order tensor. Thus, in lieu of the usual eigenpairs
(λi , qi ), where qi ∈ ℜ9, we instead write (λi ,Qi ), whereQi ∈ ℜ3×3.
The more familiar eigenvectors are retrieved via qi = vec(Qi ).

3.2 Isotropic Invariants
Isotropic strain energies have historically been written in terms of
the right Cauchy-Green invariants of F,

IC = tr(C) I IC = tr(CTC) I I IC = det(C), (2)

where C = FT F. In computer graphics, Irving et al. [2004] observed
that squaring F discards sign information that signals to the strain
energy when an element has inverted, and prevents the formation of
proper restorative forces. A set of filters were proposed to account
for this problem and Teran et al. [2005] showed how to project the
resulting Hessians back to semi-positive definiteness.
Recently, Smith et al. [2019] showed that these problems can be

avoided by defining a set of lower-order, sign-preserving invariants,

I1 = tr(S) I2 = tr(ST S) I3 = det(S), (3)
where S is the stretch matrix from the polar decomposition F = RS.
All of the properties of the C-based invariants are maintained, but
the space of expressible energies now expands to include inversion-
safe cases such as ARAP [Sorkine and Alexa 2007] and Co-rotational

elasticity [McAdams et al. 2011]. We will investigate a similar treat-
ment for anisotropic invariants.

3.3 Anisotropic Invariants
Following from Eqn. 2, many mechanics works [Blemker et al. 2005;
Weiss et al. 1996] also define anisotropic invariants,

IVC = aTCa VC = aTCTCa, (4)

where a is an “anisotropy” or “fiber” direction in rest-space that
specifies the orientation of the anisotropic force. In the following,
we will make the common assumption that a is normalized. In
this formulation, fiber directions are automatically rotated into
pose-space as elements deform. While VC and other higher-order
invariants can also appear, biomechanics practitioners [Weiss et al.
1996] have observed that most of their effects can be captured using
solely IVC, so we will focus on IVC here. As the current invariants
are based on C, they inherit the sign-discarding, inversion-oblivious
problems from the isotropic case. We will establish inversion-safe
versions in §5, though it will be more involved than the C → S
substitution from the isotropic case.
To maintain consistency with Eqn. 3, we rename and renumber

the invariants so that for the remainder of the paper, I5 = IVC.
The numbering has been shifted so that we can later introduce a
new, lower-order invariant, I4. We will assume that the isotropic and
anisotropic components are additively layered, i.e. Ψ = Ψiso+Ψaniso,
which cleanly separates the qualitative behavior of each term, and
allows each to be analyzed in isolation.

Finally, while fast methods are available to project isotropic Hes-
sians back to semi-positive definiteness [Smith et al. 2019; Teran
et al. 2005], equivalent methods are not available for anisotropic
energies, so brute-force eigendecompositions or approximate pro-
jections are usually employed. Our analysis will instead show that
fast, exact projections are possible.

4 AN EIGENANALYSIS OF I5
4.1 The Eigensystem of I5
We will now show that the eigensystem of any energy expressed
solely in terms of I5 can be written down in closed form. The I5
invariant can be written in several forms,

I5 = ∥Fa∥2
2 = aTCa = tr(CA), (5)

where A = aaT and ∥ · ∥2
2 denotes the squared Euclidean norm. The

PK1 and Hessian in 3D are
∂I5
∂F

= 2FA (6)

∂2I5
∂f2 = 2


A00I3×3 A01I3×3 A02I3×3
A10I3×3 A11I3×3 A11I3×3
A20I3×3 A21I3×3 A22I3×3

 = 2H5, (7)

where I3×3 is a 3×3 identitymatrix, andAi j is the (i , j) scalar entry of
A. (Appendix A shows the matrix explicitly.) Since Eqn. 7 is constant
in a, it is straightforward to state its eigensystem in closed form. In
3D, it contains three identical non-zero eigenvalues, λ0,1,2 = 2∥a∥2

2 ,
and since fiber directions are usually normalized, this simplifies
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to λ0,1,2 = 2. The eigenvalue is repeated, so the eigenmatrices are
arbitrary up to rotation, but one convenient phrasing is:

Q0 =


aT

0 0 0
0 0 0

 Q1 =


0 0 0

aT

0 0 0

 Q2 =


0 0 0
0 0 0

aT

 .

This eigenstructure has a straightforward interpretation. I5 intro-
duces scaling constraints along the anisotropy direction, so the three
eigenvectors encode this rank-three phenomenon. The remaining
eigenvalues are all zero, so the Hessian contains a rank-six null
space. We have provided supplemental Matlab/Octave code that
validate these expressions.

The 2D case follows similarly. The Hessian is

∂2I5
∂f2 = 2

[
A00I2×2 A01I2×2
A10I2×2 A11I2×2

]
= 2H5, (8)

the eigenvalues are λ0,1 = 2∥a∥2
2 and the eigenmatrices become

Q0 =

[
aT

0 0

]
Q1 =

[
0 0
aT

]
.

The 2D case correspondingly contains a rank-two null space.

4.2 The Eigensystems of Arbitrary I5 Energies
Using the eigenanalysis of I5, we can now write closed-form ex-
pressions for the eigenvalues and eigenvectors of any anisotropic
energy that is written solely in terms of I5. The Hessian of any such
arbitrary energy Ψ(I5) = Ψ5 can be written in flattened ℜ9×9 form:

∂2Ψ5
∂f2 =

∂Ψ5
∂I5

∂2I5
∂f2 +

∂2Ψ5
∂I2

5

(
∂I5
∂f
∂I5
∂f

T
)

. (9)

Inserting Eqns. 6 and 7 into this expression yields:

∂2Ψ5
∂f2 = 2

[
∂Ψ5
∂I5

H5 + 2 ∂
2Ψ5
∂f2

(
fafTa

)]
, (10)

where fa = vec(FA). The vector fa is in the span of the rank-three
subspace encoded by H5, so one of the three eigenpairs becomes
unique, while the other two remain arbitrary up to rotation.
The unique eigenvalue can be written in a generic form:

λ0 = 2
(
∂Ψ5
∂I5
+ 2I5

∂2Ψ5
∂I2

5

)
. (11)

The I5 appears in the rightmost term because the corresponding
eigenmatrix is:

Q0 =
1
√
I5
FA, (12)

and the 1/
√
I5 normalization that appears twice in the fafTa outer

product from Eqn. 10 must be accounted for.
The non-unique eigenvalues take the generic form,

λ1,2 = 2 ∂Ψ5
∂I5

, (13)

and the corresponding eigenmatrices are as follows.

4.2.1 The 2D Eigenmatrix: In 2D, since scaling is only rank-two, λ1
takes the form of Eqn. 13. Constructing the corresponding eigen-
matrix is simpler in 2D, because it is uniquely defined as lying in
the span of H5, but orthogonal to Q0. If we define the SVD of F as

F = UΣVT , and the twist matrix T =
[
0 −1
1 0

]
(see our supplement),

then we can write the second eigenmatrix as:

Q1 = UTΣVTA. (14)
The second eigenmatrix is similar to Q0, except that T swaps and
negates the coordinates in order to guarantee orthogonality to FA.
For simplicity, we show Q1 in non-normalized form.

4.2.2 The 3D Eigenmatrices: In 3D, the two arbitrary eigenmatrices
can be constructed using the intuition from the 2D case. There are
three possible twist matrices in 3D:

Tx =


0 0 0
0 0 1
0 −1 0

 Ty =


0 0 −1
0 0 0
1 0 0

 Tz =


0 1 0
−1 0 0
0 0 0

 .

If we arbitrarily commit to Tx we can build a second eigenmatrix
that closely resembles the 2D case:

Q1 = UTxΣVTA. (15)
The third eigenmatrix then becomes unique in terms of the other
two twists:

Q2 = (σy ây )UTzΣVTA − (σz âz )UTyΣVTA, (16)
where σy ,z are the corresponding diagonal entries from Σ and ây ,z
are entries from â = VT a. Alternatively, we could commit to Ty or
Tz in Eqn. 15. The eigenvectors that would have resulted are listed
in Appendix B.
The eigenvectors for I5-based energies always take these forms,

i.e. Eqns. 12 and 14 in 2D, and Eqns. 12, 15, 16 in 3D. The only
expressions that change between energies are the eigenvalues.

5 ANISOTROPIC ENERGIES
We will now employ the results of the previous section to analyze
existing energies, identify their deficiencies, and construct a new,
inversion-safe energy. To begin, we identify two criteria for a good
anisotropic energy.

(1) The energy should not be unnecessarily non-linear, because
in addition to enabling stiffening in the fiber direction, it
should enable softening. If the energy is too non-linear, this
will not be possible for quadratic isotropic energies.

(2) The energy should not contain any spurious stable states
under compression and reflection, which means that it should
be able to detect inversion and generate appropriate inversion-
reversing forces.

Softening has aesthetically intuitive interpretation, e.g. we increase
a tentacle’s hanging length under gravity instead of decreasing it,
its physical interpretation could use further explanation. Softening
could be achieved by decreasing the overall isotropic stiffness, and
inserting two anisotropic fibers orthogonal to the desired softening
direction. However, this control is indirect, because two directions
must be specified, and both the isotropic and anisotropic stiffnesses
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must be tuned. Instead we propose anisotropic softening, which
allows for simpler and more direct control.
Next, we present the closed-form eigensystems for several com-

mon anisotropic energies. These expressions are themselves novel,
and can be used to construct fast and concise Newton implementa-
tions. However, the energies fall short of our requirements, so we
will use their drawbacks to motivate the design of a new energy.

−2.0 0.0 2.0

−2

0

2

aT Sa

ΨAS

(a) Energy, Anisotropic StVK

−2.0 0.0 2.0

−1

0

1

aT Sa

∂ΨAS
∂F

(b) PK1, Anisotropic StVK

−2.0 0.0 2.0

−2

0

2

aT Sa

ΨSqrt

(c) Energy, Anisotropic Sqrt

−2.0 0.0 2.0

−2

0

2

aT Sa

∂ΨSqrt
∂F

(d) PK1, Anisotropic Sqrt

−2.0 0.0 2.0

−2

0

2

aT Sa

ΨAA

(e) Our Energy, Anisotropic ARAP

−2.0 0.0 2.0

−2

0

2

aT Sa

∂ΨAA
∂F

(f) Our PK1, Anisotropic ARAP

Fig. 2. The Anisotropic StVK energy grows faster than the others, mak-
ing softening impossible, and also contains two spurious minima. The
Anisotropic Sqrt energy contains a troublesome C1 discontinuity, and its
PK1 contains both a C0 discontinuity and a spurious root. Our Anisotropic
ARAP energy contains no spurious minima, but has a point discontinuity
at aT Sa = 0. It is easily removed by patching the value from aT Sa = 2. The
aT Sa measure receives a more formal treatment in §5.2.1

5.1 Eigensystems of Existing Energies
5.1.1 Anisotropic StVK. The following energy is common in both
graphics [Liu et al. 2017] and biomechanics [Holzapfel 2005]:

ΨAS = µ/2(I5 − 1)2 (17)
∂ΨAS
∂F

= 2µ(I5 − 1)FA (18)

∂2ΨAS
∂f2 = 2µ

(
(I5 − 1)H5 + 2fafTa

)
. (19)

Due to its close resemblance to the quartic stretching term from the
isotropic Saint Venant-Kirchhoff (StVK) energy [Barbič and James
2005; Bonet and Wood 2008], Ψ = µ∥C − I∥2

F , where ∥ · ∥2
F is the

squared Frobenius norm, we refer to this as the Anisotropic StVK
energy, or AS for short. The eigenvalues for this energy follow from
Eqns. 11 and 13:

λ0 = 2µ(I5 − 1) + 4µI5 (20)
λ1,2 = 2µ(I5 − 1). (21)

The eigenvectors are as described in §4.2.
This energy fails to meet all of our criteria. As shown in Fig. 2a,

since the model is quartic, its forces grow too fast to enable soft-
ening of quadratic isotropic energies. Instead, it produces large
negative forces under softening that halt the simulation. Similar to
the isotropic StVK model, it also contains a spurious stable state
when flattened (I5 = 0) and reflected (Fig. 2b). Again, this occurs be-
cause I5 is based on the C invariant, which cannot detect inversion
because it squares away the signs of the singular values.

5.1.2 Anisotropic Square Root. The polynomial order of the previ-
ous model can be improved to quadratic by applying a square root
[Alastrué et al. 2008]:

ΨSqrt = µ/2(
√
I5 − 1)2 (22)

∂ΨSqrt
∂F

= µ

(
1 − 1

√
I5

)
FA (23)

∂2ΨSqrt
∂f2 = µ


(
1 − 1

√
I5

)
H5 +

1
I

3/2
5

fafTa

 . (24)

The eigenvalues are again straightforward:

λ0 = µ (25)

λ1,2 = µ

(
1 − 1

√
I5

)
. (26)

While this energy addresses our first criterion, it is still based on I5,
and therefore does not satisfy the second. The spurious stable state
under reflection remains (Fig. 2c), and the meta-stable state at I5 = 0
is now replaced with a C0 force discontinuity (Fig. 2d). Fig. 4 shows
that this introduces a variety of troublesome stable states under
inversion which become dominant as the fiber stiffness increases.

Altenative Energies. Other I5-based energies exist, such as the piecewise-
cubic and piecewise-exponential models of Blemker et al. [2005].
As with the prior energies, we can derive closed-form expressions
for their eigensystems (Appendix D). They use higher-order non-
linearities, so they re-introduce the problems from our first criterion
while failing to address the second one.

5.2 An Inversion-Safe Anisotropic Energy
The core problem is that I5 is based on C, which squares away inver-
sion information, so any energy that relies solely on this invariant
will fail to meet our criteria. Smith et al. [2019] observed that formu-
lating lower-order isotropic invariants (I1 = tr(S), where S = RT F),
expands the space of invariant-expressible isotropic energies into
the inversion-safe regime. The S matrix does not square away the
signs of the singular values, the inversion information is preserved,
and rotation invariance is maintained. We now show that a similar
approach can be applied to anisotropic energies.
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(a) Anisotropic StVK (b) Anisotropic ARAP

Fig. 3. A volumetric, tetrahedral rope with isotropic-only material is shown in blue. In red, progressively stiffer fibers are inserted in the rest-state longitudinal
direction. Left: The Anisotropic StVK model (§5.1.1) can only be stiffened to decrease the slack. Right: Our Anisotropic ARAP (§5.2.2) model allows the slack to
be both decreased (stiffened) and increased (softened).

(a) Rest Configuration (b) Initial Inverted State (c) ΨSqrt converges to
spurious solution with µ = 2

(d) ΨSqrt converges to
inverted solution with µ = 3

(e) Inversion becomes worse
with µ = 20

Fig. 4. The Anisotropic Square Root model (ΨSqrt in §5.1.2) behaves badly under inversion. A 2D mesh composed of isotropic ARAP material in (a) is initially
inverted into (b). When µ = 2 in (c), ΨSqrt takes 32 Newton iterations and 15,217 PCG iterations to converge to a spurious solution. Increasing µ to 3 in (d)
takes 1 Newton iteration and 165 PCG iterations but finds an inverted solution. Increasing to µ = 20 in (e) biases the solution even more towards inversion.
Our Anisotropic ARAP model (ΨAA) in §5.2.2 recovers the correct configuration (a) in a single Newton iteration. For µ = 2, it takes 113 PCG iterations, µ = 3
takes 112, and µ = 20 takes 94. Stiffening our material accelerates the solve in this scenario.

5.2.1 A Lower-Order Invariant. We use the same C → S substitu-
tion to formulate a new, anisotropic invariant: I4 = aT Sa. This can
be written in several different forms:

I4 = aT Sa = tr (SA) = tr (RT FA). (27)

However, unlike the isotropic case, problems immediately appear
when the PK1 is computed:

∂I4
∂F
=
∂R
∂F

: FA + RA. (28)

A 4th-order rotation gradient term appears, ∂R
∂F , which usually only

occurs in Hessians, not PK1s. The problem it introduces can be
seen by expanding the double-contraction term in 2D. By writing
the rotation gradient in closed form [Smith et al. 2019] using an
eigenmatrix,

G =
1
√

2
U

[
0 −1
1 0

]
VT , (29)

and pushing this through the double-contraction, we obtain:

∂R
∂F

: FA =
√

2âx ây

(
σx − σy

σx + σy

)
G. (30)

As in Eqn. 16, â = VT a, and âx ,y refer to the entries of â. The σx−σy
σx+σy

term is the source of the trouble, because as an element approaches
σx = −σy , the forces become singular, which includes flattened or
reflected elements. The situation worsens in 3D, because two more
singular terms appear, σx−σzσx+σz and σy−σz

σy+σz .
Optimistic that these configurations were rare, we implemented

a naïve I4-based energy (see Appendix C) in our production simula-
tor, but a singular configuration was encountered in the very first
simulation we ran (i.e. the scene in Fig. 3) and the simulation halted.
Clearly these configurations are quite common, so the singularities
need to be addressed.

5.2.2 An Inversion-Safe Anisotropic Energy. The main advantage of
I4 is that it produces a sign-preserving stretch measure in the fiber
direction. How can we keep this sign information while suppressing
the PK1 singularities? We propose an energy that accomplishes this,

ΨAA = µ/2
(√

I5 − S(I4)
)2

, (31)
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where S(x) is the signum function:

S(x) =


−1 if x < 0
0 if x = 0
1 if x > 0

. (32)

We call this an Anisotropic ARAP (AA) energy because it is both
quadratic and inversion-safe. The sign information from I4 is pre-
served, and the singularities are filtered from the PK1 because
∂S(x )
∂x = 2δ (x), where δ (x) is the Dirac delta:

δ (x) =

{
0 if x , 0
∞ if x = 0 . (33)

To see the singularity filtering, we write out the PK1:

∂ΨAA
∂F

= µ
(√

I5 − S(I4)
) [
∂
√
I5
∂F

−
∂S(I4)
∂F

]
= µ

(√
I5 − S(I4)

) [
1

2
√
I5
FA − δ (I4)

∂I4
∂F

]
.

(34)

The troubling ∂I4
∂F term still appears, but it is masked by the δ (I4),

which limits its influence to zero everywhere except I4 = 0. The∞
at x = 0 is a removable singularity that we will address shortly. The
effective PK1 everywhere except I4 = 0 is then:

∂ΨAA
∂F

= µ

(
1 − S(I4)

√
I5

)
FA. (35)

The Hessian is correspondingly:

∂2ΨAA
∂f

= µ


(
1 − S(I4)

√
I5

)
H5 +

S(I4)

I
3/2
5

fafTa

 . (36)

Since S(I4) is constant everywhere but I4 = 0, we can apply our I5
eigenanalysis to obtain the eigenvalues:

λ0 = µ (37)

λ1,2 = µ

(
1 − S(I4)

√
I5

)
. (38)

The expressions are almost exactly the same as the Anisotropic
Square Root model, with the addition of S(I4). This subtle change
has a dramatic effect on inverted configurations. The Anisotropic
Square Root model converged slowly to spurious minima, but our
energy finds the correct state in a single Newton iteration (Fig. 4).
Moreover, stiffening the fibers accelerates convergence to the correct
solution, not the spurious one in Fig. 4e.
An important detail to address is the Dirac singularity at I4 = 0.

Unlike the ∂I4
∂F case, this is a well-behaved removable singularity,

i.e. the function does not explode to infinity in the neighborhood
of the discontinuity. Examining the plot of the energy (Fig. 2e), it
is clear that C0 continuity can be restored by patching the value of
ΨAA at aT Sa = I4 = 0 with the value at I4 = 2. Similarly, continuity
can be restored to the PK1 by patching ∂ΨAA/∂F at I4 = 0 with the
negated PK1 from I4 = 2 (Fig. 2f). A Hessian patch is not needed,
because two of its eigenvalues are already negative when the fiber
direction is under compression (I2

5 < 1). Since λ1,2 are zero, the

Hessian is computed from λ0 and Q0. If I5 = 0, the Hessian is
zeroed.We demonstrate the effectiveness of our new energy in §7.

6 ANISOTROPIC ELEMENT REHABILITATION
Next, we apply our anisotropic analysis to the problem of badly-
conditioned elements. Nearly-zero volume elements can insidiously
inflate the global condition number of the Hessian, causing iterative
solvers to waste the majority of their time resolving visually neg-
ligible elements. The effect cascades further if a low-quality result
triggers additional Newton iterations. Direct solvers are insensitive
to the condition number, but zero-volume elements can still intro-
duce NaNs into the forces and Hessians that also halt these solvers.
We will show that the conditioning-ruining problems can be excised
from the isotropic energy, and visual fidelity can be restored by
inserting a well-conditioned anisotropic energy.

6.1 How Bad Elements Ruin Conditioning
We investigate the case of force computation, where all the rele-
vant conditioning-ruining features already appear. Expanding the
deformation gradient into F = DsD−1

m , we didactically define the
tetrahedral case,

Ds =

 x1 − x0 x2 − x0 x3 − x0

 =
 e0 e1 e2

 (39)

Dm =

 x̄1 − x̄0 x̄2 − x̄0 x̄3 − x̄0

 =
 ē0 ē1 ē2

 , (40)

where xi and x̄i are respectively the nodes of the tetrahedron
in pose- and rest-space. We expand the change-of-basis to ∂F

∂u =

v
(
∂Ds
∂u · D−1

m

)
, wherev is the rest-space element volume, and rewrite

Eqn. 1 as,

g = v
[
∂Ds
∂u

· D−1
m

]T
: P

(
DsD−1

m

)
. (41)

If the element is degenerate, Dm will be nearly rank-deficient, and
the entries of D−1

m will be spuriously large. The inverse then creates
two problems in Eqn. 41:

(1) To the left of the double-contraction, in the expanded ∂F
∂u ,

the D−1
m will transform a well-behaved PK1 into large, badly-

behaved forces.
(2) To the right of the double-contraction, the P(·)will catastroph-

ically amplify the large entries of D−1
m if the isotropic energy

is highly non-linear.
To rehabilitate a badly-conditioned element, both of these problems
must be addressed. The small v in Eqn. 41 does not address the core
problems, because the P(·) grows non-linearly and overwhelms this
constant.
A natural attempt is to approximate the inverse with a Moore-

Penrose pseudo-inverse, i.e. D−1
m ≈ D†

m . This suffices for the first
problem because ∂F

∂u is linear, but it fails when applied to the second
problem of the non-linear P(·). The D†

m constrains one of the singu-
lar values of F to zero, which corresponds to a highly compressed
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(a) Well-Conditioned Tet (b) Degenerate Tet (c) Project ē1 onto [ē0, ē2] (d) Rehabilitated Tet (e) Energy Splitting

Fig. 5. (a) A well-conditioned tet spans three directions, [ē0, ē1, ē2]. (b) A pancaked, badly-conditioned tet has a degenerate direction, ē1, very close to the span
[ē0, ē2]. (c) We explicitly project ē1 onto the [ē0, ē2] plane and obtain its barycentric coordinate (b̄0, b̄2). (d) We use this coordinate and the normal n̄ to build a
non-degenerate direction, B̄b̄. (e) Finally, we use B̄b̄ to limit the influence of the isotropic energy, Ψiso, to the [ē0, ē2] plane. We then inject a well-behaved
anisotropic energy, Ψaniso, in the degenerate direction to stably preserve the original, pancake shape.

(a) Initial bad mesh (b) Bad element deletion (c) Our rehabilitated mesh

Fig. 6. (a) We ruin the conditioning of both a single element (top row) and an entire column of elements (bottom row). (b) Element deletion [Forest et al.
2002] can be used, but cracking artifacts appear (shown in red) and the clean line along the bottom of the mesh develops a bump (top row, middle image).
In the extreme, deletion can cause the mesh to disconnect (bottom row, middle image). (c) Our rehabilitation approach produces a result very close to the
well-conditioned solution (see video).

element. The isotropic energy then dutifully generates large restora-
tive forces, but since the singular value is constrained, the forces
persist and the simulation diverges. However, this line of inquiry is
still promising, because Iben [2007] showed that D†

m can suffice if
P(·) is defined procedurally, as then only the first problem in Eqn. 41
appears. We show how to extend this intuition to the general case.

6.2 Rehabilitating A Bad Element
Our element rehabilitation approach is outlined in Fig. 5. From
a geometric perspective, the isotropic energy is never shown a
degenerate tet with near-zero altitude (Fig. 5b). Instead, it sees a
rehabilitated tet with finite altitude (Fig. 5d) that is rigid in one
direction, i.e. one singular value is constrained to equal one. De-
formation in the badly-behaved direction is instead handled by a
well-conditioned anisotropic energy (Fig. 5e).

Deleting the Degeneracy. We construct an Fiso = Ds ,isoD−1
m,iso for

the isotropic energy that deletes the degenerate direction and guar-
antees thatDm,iso is full-rank. In the following, we assume that ē1 is
the degenerate direction, but the other permutations are described
in Appendix E. We compute a modified Dm ,

Dm,iso =

 ē0 B̄b̄ ē2

 , (42)

where

B̄ =

 ē0 ē2 n̄

 and b̄ =


b̄0
b̄2

∥ēmax∥

 . (43)

Here, b̄0 and b̄2 are the barycentric coordinates of ē1 projected
onto the span of ē0 and ē2 (Fig. 5c), ∥ēmax∥ = max(∥ē0∥, ∥ē2∥) and
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n̄ = ē2×ē0
∥ē2×ē0 ∥

is the inward-facing normal of the plane spanned by
ē0 and ē2 (Fig. 5d).
The construction of the new, rehabilitated tet can be seen by

expanding B̄b̄ = b̄0ē0+ b̄2ē2+ ∥ēmax∥n̄. The plane formed by ē0 and
ē2 is well-defined, but when ē1 is close to this plane, Dm is near-
degenerate (Fig. 5b). We replace this bad edge with a well-formed
one by first projecting ē1 onto the (ē0, ē2) plane, i.e. b̄0ē0 + b̄2ē2
(Fig. 5c). Then, we displace the projection a finite amount along the
normal, ∥ēmax∥n̄, and use this as our new edge (Fig. 5d).
The modified Ds is similar:

Ds ,iso =

 e0 Bb̄ e2

 and B =

 e0 e2 n

 , (44)

where n = e2×e0
∥e2×e0 ∥

. Crucially, we re-use the rest-space b̄ fromDm,iso.
This ensures that the rehabilitated direction will be the same length
(∥ēmax∥) in both rest- and pose-space, and the singular value of
Fiso = Ds ,isoD−1

m,iso in this direction will always equal one. The
second problem fromEqn. 41 has now been addressed, i.e. P(Fiso) can
never produce a (badly-behaved) force in the degenerate direction,
because it never sees it. Our supplement describes how a similar
approach applies when an element has two degenerate directions.

Adding Anisotropic Energy. Removing the badly-behaved isotropic
forces can greatly improve the conditioning of the mesh Hessian.
However, the deleted forces must be accounted for to prevent crack-
ing artifacts (Fig. 6b, top row, middle), or in the extreme, non-
physical tearing (Fig. 6b, bottom row, middle).
We observe that since the degenerate element is a pancake, the

visually consistent choice is to select an energy that encourages
the element to flatten. We accomplish this by inserting Faniso =
DsD−1

m,iso into the Anisotropic Dirichlet energy,

ΨD(Faniso) = µanisoI5, (45)

in the fiber direction a = n̄. Unlike the other models, ΨD is minimal
when the fiber length is zero, so it is not rest stable [Smith et al.
2018] (i.e. PD(I) , 0) which is the reason we use it. From §4, we also
know that its eigenvalues are constant, λ0,1,2 = 2µ, so it is always
well-conditioned.

Computing the anisotropic force requires some care. We use
Faniso = DsD−1

m,iso to compute the PK1, because using the origi-
nal D−1

m produces badly-behaved results. Intuitively, ΨD needs to
measure the distance of the fiber length from zero, but the rest-
space fiber length from Dm is sufficiently close to zero that the
measurement is numerically ambiguous. Using Dm,iso removes the
ambiguity.

Finally, in order to ensure that the volume constantv from Eqn. 41
does not nullify this force, we set µaniso =

µiso
√

2
v ·12 ∥ēmax∥3, where

√
2

12 ∥ēmax∥3 is the volume of the nearest equilateral tetrahedron, and
µiso is the Lamé parameter from the original isotropic material. This
will also lead to visually consistent results if two adjacent rehabili-
tated elements have different degeneracy directions. The element
with the larger non-degenerate face will produce the larger force,
which will then work to reduce to most significant visual artifact.

Using this overall approach, the cracking and tearing artifacts from
the rehabilitated mesh are mitigated (Fig. 6c).

Computing the ∂F
∂u tensors. We have proposed two new deformation

gradients, Fiso and Faniso, so two new change-of-basis tensors ∂Fiso
∂u

and ∂Faniso
∂u are needed. These tensors only depend on the pose-space

positions, so the anisotropic case is simple: ∂Faniso
∂u =

∂Ds
∂u · D−1

m,iso.
The ∂Fiso

∂u tensor requires more attention, because the original ∂Ds
∂u

tensor contained only constants, but ∂Ds ,iso
∂u now contains non-

constant entries.
After straightforward but tedious manipulations, compact expres-

sions for ∂Ds ,iso
∂u can be obtained. The details are in the supplement,

but the main finding is that the ∂F
∂u =

∂Ds
∂u · D†

m expression from
Iben [2007] is actually an excellent approximation of the exact ∂Fiso

∂u
tensor. We ran simulations using both tensors, and found the dif-
ferences to be visually negligible. All of the components of element
rehabilitation are now in place, and the expressions are assembled
in Appendix F.

6.3 When to Rehabilitate?
We now describe when to rehabilitate a badly-conditioned element.
There many element degeneracy measures [Shewchuk 2002], and
we use the Knupp [2003] score κ(Dm ) = κangle(Dm ) · κvol(Dm ),
where

κvol(Dm ) = v
12

√
2∥emax∥3

(46)

κangle(Dm ) = 3
(√

2v
)2/3

[
7
4 ∥Dm ∥2

F −
1
4 tr

(
J3DTmDm

)]−1
, (47)

the volume term has been constrained to compare against the clos-
est equilateral tetrahedron with edge length ∥emax∥3, and J3 de-
notes a 3 × 3 matrix filled with all ones. The Dm terms on the right
hand side of κangle(Dm ) essentially sum the diagonal terms of Dm
and then subtract off the sum of the off-diagonal terms. Intuitively,
κangle(Dm ) = 1 when the element is equilateral, and becomes zero
when the element pancakes. However, the broad trends that we
observed of quality measure vs. matrix conditioning was virtually
identical regardless of the measure used.

We ran a 3D stretch test similar to Fig. 6 on a cubemesh containing
100K tetrahedra, with materials set uniformly to µ = 1 and, when
applicable, λ = 100. We then progressively ruined the conditioning
of a single tet (Fig. 7, left) and computed the condition number of
the global stiffness matrix using Spectra [Qiu 2018].

As a tet approached total degeneracy (κ = 0, Fig. 7), the condition
number increased exponentially, and the choice of material model
only translated the trend by a constant. We computed the same plots
at the rest pose after scaling the mesh by a factor of 2 along the y-
axis (Fig. 7), and also by ruining the conditioning of an entire z-slice
of the cube. While the translations changed, the trend remained
exactly the same, even in 2D. Additional scenarios are shown in the
supplement. Based on these experiments, if an element’s κ suggests
that it will ruin the global conditioning by more than two orders of
magnitude, then we chose to rehabilitate. Across all 3D isotropic
energies we examined, this corresponds to κ ≈ 10−5.
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Fig. 7. Condition number of a 3D version of Fig. 6 as different strategies are used to progressively ruin the conditioning. The exponential trend is the same
regardless of the material model or ruining strategy. In the left plot, the SNH and StVK points are almost identical, so only the StVK plot is visible.

7 DISCUSSION AND RESULTS

7.1 Anisotropic ARAP
2D Square. We constructed a 2D square mesh composed of 100

triangles and isotropic ARAP material with µiso = 1 (Fig. 4). The
fiber is in the positive y direction, and we initially inverted the
square (Fig. 4b) to observe its behavior in this regime. We first
applied the Anisotropic Square Root model (Eqn. 24) with µ = 2,
which is close to that of the isotropic model. Due to the presence of
many spurious solutions, the Newton solver converged slowly to a
tangled configuration (Fig. 4c). At higher µ, the anisotropic stiffness
overwhelms the isotropic forces, and the solver converges to an
inverted solution (Fig. 4d). As µ increases, the spurious reflected
solution dominates, and the model becomes progressively more
inverted (Fig. 4e).

In contrast, our Anisotropic ARAP model (Eqn. 31) converged to
the correct solution (i.e. reproduces Fig. 4a) after a single Newton
iteration. Higher values of µ accelerated the speed of the solve, as it
provided a stronger force towards the rest configuration.

Volumetric Rope Slack. We constructed a volumetric rope com-
posed of a mesh containing 16,800 tetrahedra, 18,927 degrees of
freedom, and isotropic ARAP material. We then used anisotropy to
increase and decrease its slack in the longitudinal direction while
keeping the transverse shape intact.

The Anisotropic StVK model (Eqn. 17) is applied in Fig. 3a, where
the fiber direction is defined along the longitudinal direction of the
rope (i.e. positive x). The slack decreases quickly as µ is increased,
but the model cannot increase the slack, because the quartic model
grows too quickly along the fiber direction. Setting µ < 0 causes
the simulation to immediately diverge.

Our Anisotropic ARAPmodel in Fig. 3b successfully increases and
decreases the slack. The model is less non-linear, so it also stiffens in
a more predictably linear manner as µ is increased. The Anisotropic
ARAP model ran slightly faster than the StVK model, e.g. 3.75 secs
per frame instead of 3.99 secs with µ = 10, while running on 8 cores
of a 2.3 GHz Intel Xeon.

Octopus Hammock. The octopus example in Fig. 1 and 8 is com-
posed of a mesh containing 927,368 tetrahedra, 592,692 degrees of

Fig. 8. Starting from the original simulation (top left), we stiffened fibers by
100× along the tentacles (top right). The tentacles become more rigid in the
fiber direction, but still bend in the other directions. Increasing the isotropic
stiffness by the same amount does not achieve the same look (bottom).

freedom, and isotropic ARAP material. We ran it in our Baraff and
Witkin [1998]-style production simulator, and dropped the mesh
onto a cloth hammock (Fig. 1). We then defined a fiber along each
tentacle, and both increased and decreased the stiffness by two or-
ders of magnitude. The tentacle shape in the longitudinal direction
becomes more rigid or more slack, while the bending behavior in
the other directions remains the same. In contrast, increasing the
isotropic stiffness of the model (Fig. 8) stiffens the entire tentacle,
and does not achieve an equivalent look.
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In the softening case, the mesh becomes extremely stretchy, but
ourmodel still allows the dynamics to be handled robustly. As shown
in the supplemental video, softening by two orders of magnitude
(Fig. 1) essentially turns the tentacles into goo under extension.
Since no remeshing is employed, the elements stretch out far beyond
anything that would be used in a production environment.Widening
the hammock (see video) shows that the tentacles lose volume under
compression, because resistance has been decreased in the fiber
direction. In all these extreme cases, our model provides a consistent
and robust response. The simulation was run on 12 cores of a 2.3
GHz Intel Xeon. The original simulation took 48.61s per frame,
and increasing the isotropic stiffness increased the running time,
with 10× stiffness taking 67.92s and 100× taking 212.25s. Increasing
the stiffness in the fiber direction also increased the running time
with 10× taking 57.21s and 100× taking 64.76s. Decreasing the fiber
stiffness resulted in slight speedups, with 0.1× stiffness taking 35.96s
and 0.01× taking 32.32s.
We ran the same simulations using the brute-force 9 × 9 eigen-

decomposition of the anisotropic Hessian at each quadrature point
instead of our closed-form expressions. Our fast projection method
consistently made Hessian computation 3.2× faster, and accelerated
the overall simulation time by a maximum of 1.52× for the softest
example and minimum of 1.29× for the stiffest example. The ac-
celeration decreased in the stiffer examples because the number of
necessary PCG iterations increased.

(a) Bicep, before and after contraction

(b) Tricep, before and after contraction

Fig. 9. Our Anisotropic ARAP model can be used for muscle contraction.
The background Stable Neo-Hookean material is much more non-linear,
but our quadratic Anisotropic ARAP model still achieves the characteristic
shapes of contracted muscles. A pectoralis example is also in the video.

Muscle Contraction. Fiber models can be adapted for muscle con-
traction. We add a contraction length l , and an activation level a to

our Anisotropic ARAP model:

Ψmuscle = a
(√

I5 − l · S(I4)
)2

. (48)

We layered this model atop an isotropic Stable Neo-Hookean [Smith
et al. 2018] material with high incompressibility (ν = 0.499), and
contracted a bicep, tricep (Fig. 9) and pectoralis (see video). While
the muscle model is quadratic and the isotropic model is hexic, it
achieves the same qualitative shapes as higher-order anisotropic
models [Blemker et al. 2005]. The lower-order non-linearity does
not appear to compromise the expressivity of the model.

The deformation was computed on a 25,822 element hexahedral
mesh, with 8 quadrature points per element. The fiber directions
were computed by modeling each muscle as a tetrahedral mesh,
manually specifying origin and insertion points, and solving for a
vector field using standard gradient-based techniques [Saito et al.
2015; Tong et al. 2003]. The directions were then transferred to
the nearest quadrature points on the hexahedral mesh. The bicep
contraction averaged 1.02 secs per frame, the tricep 5.82 secs, and
the pectoral 9.74 secs. The running times increased with the number
of quadrature points undergoing contraction (respectively, 2917,
3535 and 4124). Most of the time (respectively, 39%, 43% and 41%)
was spent in Preconditioned Conjugate Gradients (PCG). We used
the OpenMP version of PCG from ViennaCL [Rupp et al. 2016].

7.2 Mesh Rehabilitation
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Fig. 10. Position error of a unit-length mesh similar to Fig. 6. Circled vertices
from Fig. 6a are not included in the measurement. The error of the rehabbed
mesh never exceeds 3.93e−4 (top) and 7.94e−4 (middle). On top, the rehabbed
error slightly decreases over time.

2D Stretch. In Fig. 6a, we ruined the conditioning of a 2D mesh
containing 200 triangles and 116 vertices (the mesh in Fig. 6 is

ACM Trans. Graph., Vol. 38, No. 4, Article 69. Publication date: July 2019.



69:12 • Kim, T. et al

slightly sparser for legibility) composed of Stable Neo-Hookean
material [Smith et al. 2018] by crushing a single element (top) and
a column of elements (bottom). Deleting bad elements (Fig. 6b)
introduces non-physical cracking and tearing, which we show in
red. Our rehabilitated result matches the original well-conditioned
solution up to four digits of accuracy (Fig. 10). The rehabilitated
simulation took the exact same number of Newton iterations (2 per
timestep) as the original well-conditioned mesh, and only increased
the number of total PCG iterations by 10%.

(a) Skinned elbow (top)
with simulated gravity added

(bottom)

(b) Skinned elbow bend

Fig. 11. A skinned, well-conditioned mesh has gravity added (a). As the
elbow bends, the rest state is retargeted to the skinned geometry (b).

Rest-State Retargeting. We next examine two scenarios where
the conditioning of a mesh has been ruined through the common
production technique of rest-state retargeting [Gonzalez-Ochoa et al.
2002; Irving et al. 2008; Li et al. 2017; Milne et al. 2016; Wong et al.
2018]. Given a surface-based input animation, the goal is to add
volumetric effects such as sagging under gravity, or jiggling under
ballistic motion, but the effects should adhere as closely as possible
to the original surface-based animation. A common approach is
to use the animation’s rig to warp the volumetric mesh, and then
use this warped version as the new rest-state. (The process can
informally be viewed as animation-driven pseudo-plastic flow.) As
the rig can contain arbitrarily deformations, the conditioning of the
warped mesh can be arbitrarily ruined. However, each individual
badly-conditioned tet only persists a handful of frames, so remeshing
at each timestep is too drastic a solution.

One potential solution is to relax the warped mesh and improve
its conditioning using a distortion-minimizing energy such as ARAP
[Wong et al. 2018] or inversion-aware StVK [Li et al. 2017].We found
that this approach allows the simulation to proceed further than be-
fore, but the solve still fails under sufficient deformation. Relaxation
techniques can improve the conditioning of individual elements, but
badly-conditioned elements will eventually appear because these
algorithms provide no global guarantee that all elements will be
well-conditioned. Our rehabilitation approach instead circumvents
the conditioning problem and allows the simulations to complete.

Retargeting 1: Elbow Bend. As a simple test (Fig. 11), we apply
rest-state retargeting to a cylinder that has been rigged used linear
blend skinning (LBS) [Jacobson et al. 2014] to bend like an elbow.

The mesh contains 38,032 tetrahedra and 7,977 vertices, is com-
posed of Stable Neo-Hookean material [Smith et al. 2018], and was
generated using Isosurface Stuffing [Labelle and Shewchuk 2007]
(note the characteristic smoothed corners), so it is known to be
well-conditioned. The tetrahedra that lie along the cylinder’s center
line are hard-constrained to transform along with the bone, and a
gravity load is applied to the entire mesh (Fig. 11a). We then run
a quasistatic solve to resolve the deformation. Collisions are deac-
tivated so that the forces only arise from mesh conditioning. The
usual LBS joint-collapse artifact has been deliberately preserved
because it is part of the input animation. The goal is to add gravity
sagging onto this existing deformation.

As the elbow bend increases, the conditioning of the mesh grad-
ually worsens until the Newton solve diverges. When using pure
LBS-based warping, the simulation diverges at frame 132 (Fig. 12a).
ARAP-based relaxation [Wong et al. 2018] allows the simulation
to proceed further (Fig. 12b) to frame 140, and the inversion-aware
StVK-based relaxation [Li et al. 2017] gets to frame 150 (Fig. 12c). Us-
ing our rehabilitation approach on the original LBS-based warp, the
simulation completes the entire 160 frames (Fig. 12d). The element
deletion approach [Forest et al. 2002] failed in this case, because
several adjacent degenerate elements appeared, and deleting all
their forces caused vertices to become totally unconstrained.

Retargeting 2: Big Baby. We have a real-world production exam-
ple of a big baby animation that needs both collision resolution
and gravity sagging, and is composed of a mesh containing 35,617
tetrahedra, 7,948 vertices, and Stable Neo-Hookean material.

The original simulation uses ARAP-based relaxation [Wong et al.
2018], but still diverges early in the sequence (Fig.1), because the
rig severely compresses elements around the right armpit. Our
rehabilitation method allows the simulation to complete (Fig. 13).
The original simulation averaged 1.60s seconds per frame before
diverging, while ours averaged 1.34s over the entire sequence, so
the cost of applying element rehabilitation is negligible.

8 FUTURE WORK
We have presented an inversion-safe transversely isotropic energy.
While our energy is simple and robust, we have only begun to ex-
plore the energies that can be designed using our new I4 invariant.
Such design must be done carefully, and singularity-avoiding alter-
natives to our S(I4) formulation may be waiting to be uncovered.

Some biomechanics works [Nolan et al. 2014] define anisotropic
invariants to account for shearing effects when multiple fiber direc-
tion are defined at a quadrature point. Formulating a fast Hessian
projection scheme for these cases would require extending our ex-
isting analysis. However, the visual impact of such cross-fiber terms
remains unproven.
We have presented an element rehabilitation method for badly-

conditioned meshes. While this method was presented for tetrahe-
dral meshes, it only relies on the columns of Dm , which is defined
at the quadrature point of any arbitrary spatial discretization. While
it should be able to handle quadrature degeneracy for any arbitrary
polyhedron, more work is needed to validate this hypothesis.
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(a) LBS-only elbow diverges at
frame 132

(b) ARAP-relaxed elbow diverges at
frame 140

(c) StVK-relaxed elbow diverges at
frame 150

(d) Rehabilitated LBS-only elbow
completes simulation

Fig. 12. The skinned elbow from Fig. 11, undergoing rest-state retargetted simulation. (a) Using LBS-only, the element conditioning is sufficiently ruined by
frame 132 that the simulation diverges. (b) ARAP-based relaxation improves the conditioning, and allows the simulation to get to frame 140 before diverging.
(c) StVK-based relaxation enables another 10 frames before diverging. (d) Only by using our rehabilitation scheme allows the simulation to complete.

Fig. 13. On the left, in blue, is the original animation of the big baby. On the
right in yellow, the rest state has been retargeted so that the physics adhere
to the animation. The red arrow shows sagging under gravity that adds
physicality to the animation. The effects of gravity have been exaggerated
in this example for legibility; the actual production result is much subtler
(see video). The original simulation diverged (Fig. 1), but our rehabilitated
elements allow the sequence to complete.

Finally, we have presented a closed-form method for projecting
the Hessian of any I5-based energy back to semi-positive definite-
ness, while a tighter projection would be for the Hessian of the
entire energy, Ψ = Ψiso + Ψaniso. The eigenspaces of the two classes
of energies do not appear to align, so it is not clear if a closed
form approach is even possible. However, further work is needed to
definitively answer this question.
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A THE I5 HESSIAN
In 3D, the explicit expression for the Hessian of I5 is:

∂2I5
∂f2 = 2



a0 0 0 a1 0 0 a2 0 0
0 a0 0 0 a1 0 0 a2 0
0 0 a0 0 0 a1 0 0 a2
a1 0 0 a3 0 0 a4 0 0
0 a1 0 0 a3 0 0 a4 0
0 0 a1 0 0 a3 0 0 a4
a2 0 0 a4 0 0 a5 0 0
0 a2 0 0 a4 0 0 a5 0
0 0 a2 0 0 a4 0 0 a5


= 2H5,

(49)
where

A = aaT =


a0 a1 a2
a1 a3 a4
a2 a4 a5

 . (50)

In 2D, these become:

2


a0 0 a1 0
0 a0 0 a1
a1 0 a2 0
0 a1 0 a2


= 2H5 and A =

[
a0 a1
a1 a2

]
. (51)

B ALTERNATE 3D EIGENMATRICES
The two final eigenmatices in §4.2.2 are not unique. In lieu of select-
ing Tx to populate the second eigenmatrix, selecting Ty yields the
following eigenmatrices:

Q1 = UTyΣVA (52)

Q2 = (σz âz )UTxΣÂVT − (σx âx )UTzΣÂVT . (53)

Selecting Tz yields:

Q1 = UTzΣVTA (54)

Q2 = (σy ây )UTxΣVTA − (σx âx )UTyΣVTA. (55)

As with the previous eigenmatrices, these are non-normalized.

C A NAÏVE ANISOTROPIC ENERGY
A naïve anisotropic version of the ARAP energy, ΨARAP = µ/2∥F −
R∥2

F [Alexa et al. 2000], is:

Ψbad = µ/2∥(F − R)a∥2
F . (56)
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We use I4 and I5 to rewrite this as:

Ψbad = µ/2∥(F − R)a∥2
2

= µ/2∥Fa∥2
2 − ∥Ra∥2

2 − 2aT FT Ra

= µ/2
(
aT FT Fa − aT RT Ra − 2aT FT Ra

)
= µ/2 (I5 − 2I4 − 1)

(57)

The PK1 is then:

∂Ψbad
∂F

= µ

(
(F − R)A −

∂R
∂F

: FA
)

. (58)

The first term, (F − R)A, is appealingly similar to the PK1 of the
isotropic ARAP energy, (F − R). However, the second term contains
the troubling rotation gradient term, and causes the forces to become
singular for the reasons described in §5.2.1.

D ANISOTROPIC ENERGY OF BLEMKER ET AL. [2005]
Blemker et al. [2005] presents their muscle activation fiber model
as a force-length relation, which can be written in terms of

√
I5,

factive =


9
(
√
I5/l − 2/5

)2 √
I5 ≤ 3/5l

9
(
√
I5/l − 8/5

)2 √
I5 ≥ 7/5l

−4
(
−
√
I5/l + 1

)2
+ 1 3/5l <

√
I5 < 7/5l ,

(59)

where l is the optimal fiber length. These can be integrated to obtain
a strain energy:

Ψactive =


9
(
−4I 3/2

5 2/15l + I 2
5/2l 2 + I52/52

) √
I5 ≤ 3/5l

9
(
−4I 3/2

5 8/15l + I 2
5/2l 2 + I58/52

) √
I5 ≥ 7/5l

16I 3/2
5 /3l − 2I 2

5/l 2 − 3I5 3/5l <
√
I5 < 7/5l

(60)

The first eigenvalue is:

λ0,active =


−144

√
I5/5l + 54I5/l 2 + 72/25

√
I5 ≤ 3/5l

−576
√
I5/5l + 54I5/l 2 + 1152/25

√
I5 ≥ 7/5l

32
√
I5/l − 24I5/l 2 − 6 3/5l <

√
I5 < 7/5l

. (61)

The other two are:

λ{1,2},active =


−72

√
I5/5l + 18I5/l 2 + 72/25

√
I5 ≤ 3/5l

−288
√
I5/5l + 18I5/l 2 + 1152/25

√
I5 ≥ 7/5l

16
√
I5/l − 8I5/l 2 − 6 3/5l <

√
I5 < 7/5l

.

(62)
The non-linearity of the model is equivalent to Anisotropic StVK,
so none of the issues of C-based invariants have been addressed.
Blemker et al. [2005] also presents a piecewise-exponential passive
fiber model, which only exacerbates the issue of non-linearity.

E DEGENERACY PERMUTATIONS
We have assumed that face 0 on the tetrahedron has maximal area
(see unfolded tet in inset, normal of face 2 points out of page).

In order to support degeneracies
for other faces, we reorder the tet
indices so that the degeneracy co-
incides with face 0. When comput-
ing the final forces and Hessians,
we then augment ∂f

∂u = vec
(
∂F
∂u

)
with a permutation matrix E:

f = −v · E
∂f
∂u

T
vec

(
P (F)

)
(63)

∂f
∂u
= −v · E

∂f
∂u

T
vec

(
∂P (F)
∂f

)
∂f
∂u

ET . (64)

For each case where face i has the maximal area in the tet, we define
a permutation matrix Ei :

E1 =


I 0 0 0
0 0 0 I
0 I 0 0
0 0 I 0


,E2 =


I 0 0 0
0 0 I 0
0 0 0 I
0 I 0 0


,E3 =


0 0 I 0
I 0 0 0
0 I 0 0
0 0 0 I


.

(65)
Above, I is a 3 × 3 identity. If face 0 has maximal area, E0 is identity.

F REHABILITATION EXPRESSIONS
If a degenerate element is found, then the existing isotropic energy
(Ψiso), forces, and force gradients are replaced with:

Ψ = Ψiso(Fiso) + ΨD(Faniso) (66)

g = v

[
∂Fiso
∂u

T
: Piso(Fiso) +

∂Faniso
∂u

T
: PD(Faniso)

]
(67)

∂g
∂u
= v

[
∂fiso
∂u

T ∂2Ψiso
∂f2

∂fiso
∂u
+
∂faniso
∂u

T ∂2ΨD
∂f2

∂faniso
∂u

]
(68)

where
∂Fiso
∂u
=
∂Ds ,iso
∂u

· D−1
m,iso and ∂Faniso

∂u
=
∂Ds
∂u

· D−1
m,iso, (69)

and ∂fiso
∂u = vec

(
∂Fiso
∂u

)
, ∂faniso

∂u = vec
(
∂Faniso
∂u

)
.
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